Fy. The normal form of a singularity of the type Fy is x% +y® (the equation of the boundary is x =0), The
versal deformation is z® + y® + Agzy -+ Agx -+ Ay + b, « Let us set (z, z> = 244,y (2) . The quantity <Vi;, VA
occurs at the intersection of the row A; and the column Aj of Table 1 (cf. [10]).

Eg. The normal form of a singularity of the type E; is %3 + y"‘ + u (the equation of the boundary is u =0).
The versal deformation is

2 4yt 4+ u 4 Aay? 4+ May F Rgy? - her - Ay F A
Tet us set <{z, z) = 24 A; (2). The formulas for <Vi;, VA;> are given in Table 2,
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BENNEY EQUATIONS AND QUASICLASSICAL APPROXIMATION
IN THE METHOD OF THE INVERSE PROBLEM

V. E. Zakharov UDC 517.9

The system of Benney equations, whose study is one of the main objects of the present article, was in-
troduced in 1973 (see [1]) to describe long waves in shallow fluid with free surface in gravitational field, It
has the form

h

B+ div §udz =0, 1)

0
u + (uV) u + wu, -+ Vi = 0, (2)
w, +divu = 0. 3)

Here r = (x, y) is a two-dimensional vector in the horizontal plane, z is the vertical coordinate such that 0 <
7 < h, where h =h(r, t) is the form of the fluid surface, u = u(r, t) is the vector of the horizontal velocity and
w =w(r, t) is the vertical component of velocity. The acceleration due to gravity is set equal to one. Benney
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equations are obtained from exact equations of hydrodynamics as the zero term of the expansion in the param-
eter h/ L, where L is the characteristic wavelength; we do not take any assumption about the potential of the
fluid flow for their derivation. The elementary frequency solution of the Benney equations u, =0 and w =0
corresponds to the potential case. Then u =ul(r, t) and h = h(r, t) are subjected to the classical hydrodynamical
equations of shallow water
hy + div hu = 0, (4)
U+ (u¥yu 4+ Ak =0.

The system of Benney equations has been studied mainly in the one~dimensional variant, when the de-

pendence onh one of the coordinates in the plane x, y, say on y, is realized. Then it has the form

h
B+ %Sudz:o,
R ®)

u; -+ un, — uzguxdx + A= 0.

0

The corresponding one-dimensional system (4) is
b+ (hu), =0, w4+ uu, +h, = 0. ©6)
We know that system (6) has an infinite number of integrals of motion. These integrals have the form
I={®@¢, ude, by — by =0. 7

As the basic set of integrals we can use the polynomial solutions of Eq. (7). These include
Oi=h, Oy=hu, Qo= (i + 1), Oy=—hud+ W, ... . (8)

The Benney equations (5) also have analogous integrals. They were found even in the first article of
Benney [1] and studied by Miura [2] and Kupershmit and Manin in [3], who found simple generating functions
for them. All these integrals depend on moments of the longitudinal velocity

B
A, = g u™dz. (9)
B

They have the form I, = [&,dy, where &y is a polynomial in the moments. In particular,

O, =4, D, =4, Dy=A4, -+ A2... . (10)

For uy =0 these integrals transform into the polynomial integrals (7) and (8), The Benney system is written in
a simple manner in the moments:

dA 0A
no g, D, (11)

at oz ! =

ax
It has been shown in {3] that system (11) can be expressed in the Hamiltonian form
oA :

where A = (Ay, A;, ...) is the set of moments and the symbol { } denotes a Poisson bracket, having sufficiently
special structure, It has also been shown that the integrals I, with respect to this bracket commute, which en-
ables us to consider "higher Benney equations," obtained on replacing I; by I,.

The problem of the Hamiltonian structure of the two~dimensional Benney equations has not been con-
sidered.

The existence of an infinite set of commuting integrals has led to the conjecture about the applicability of
the method of the inverse scattering problem to the Benney equation.

In the present article we will show that this application is indeed possible in a certain sense, Namely,
the Benney system turns out to be the quasiclassical limit of an infinite system of connected Schridinger equa-
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tions, whose integrability by the method of the inverse scattering problem was established long ago {(Sec. 3).
The existence of the quasiclassical limit of the systems that are integrable by the method of the inverse scat-
tering problem is a sufficiently common fact — it is decomposed in simple examples in Sec. 1. For the study
of the Benney system its equivalence with a certain infinite system of hydrodynamical equations of dimension
less by one turns out to be highly important. These systems are naturally connected also with equations of
Vlasov type; Sec. 2 is devoted to their presentation and this connection. The passage to the language of an in-
finite hydrodynamical system enables us to simplify very much the solution of the problem about the Hamiltonian
structure of Benney equations — they turn out to be trivial in the new variables, The most important result of
the present article is the construction of new integrals of motion of the Benney system and that do not reduce
the moments and the proof of their commutativity with respect to the new Hamiltonian structure. Certain gen-
eralizations of the methods used in the article are set forth in Sec. 5.

1. Quasiclassical Limits of Systems That Are Integrable by the

Method of the Inverse Scattering Problem

Let us consider the system of equations in the function ¥:

¥, + u¥ = AV, (13}
W, = AV. (14)

Here A = (81 /oxD) +v,(8%7%/ %07 + ..., n = 2k + 1, is a linear differential operator of odd order. Letu,vy—~0
as x — + «. The conditions of symmetry of Eqs. (13) and (14) leads to the nonlinear equation in u

Uy =P, (ul, (15)

which represents one of the higher analogs of the KdV equation,

Let us accomplish the lengthening of scales with respect to x and t in system (13)-(14) so that the sub~
stitution 8/ 6x — £98/0x, & /8t — &8 /8t takes place. Moreover, the nonlinear operator P, becomes a poly-
nomial in powers of £¢. Let us now set £¢ =0, We call the equation

.8
wy=1lim - Py (g, [u]) (18}
e—0
so obtained, the quasiclassical limit of Eq. (15). We show that Eq. (16) can be computed directly, bypassing
the computation of the initial equation (15).
For this we make the substitution

e, . + u¥ =AY

in the equation

As a result, we obtain the Riccati equation

e + ¥2 -+ u=A\ (18)

Equation (14) also transforms into a nonlinear equation in ¥, representing a polynomial in €. Let us set ¢ =0
in these equations. The following system of equations arises:

W2+ u=A,

{19)
a a
s =740
where A(y) =y +vyB~1+ | | is a polynomial in powers of x. The consistency conditions for system (19) have
form
ou 84 (20)

—u _ g, 04
ot = Y=gy X5z
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(the derivative 8A /&x is taken for constant y). Equating the coefficients of like powers of y on both the sides
of Eq. (20), we get a system of equations in the coefficients Vet

Ry = 201,
(n - 2)uxvl = 2v2x7 (21)

from which v can be found by the recurrence method. Equating the coefficients of the zero power of x, we get

ou n 1 a
_— _——  — un1
= _uxun_Z_L T S o W (22)

Equation (22) is also the quasiclassical limit of a higher KdV equation. For an ordinary KdV equation we have

ne=23 ut~—_—€~%u2.
It follows immediately from system (19) that the quantity
IM= { yde= § Vi—uda (23)

is an integral of system (22).

Taking the limit as A — « in (23) and considering the expansion in powers of 1/A, we arrive at the state-

ment (however, completely obvious) that the quantities I, = S u™dz are integrals of motion of Eq. (22).

The following Poisson bracket, defined on functionals of u, is connected with operator (13):

T jea 0 o 8 8 o
B =\ (55 5~ 5 7 a4

—00

We compute the Poisson bracket between the functionals I(A) and I(AY):

, 1 ¢ 1 d 1 1 4 1
{I(}\')’I(?\I)}:T S (Vm %V’L’—u —]' N 0% V}»—u)dz.

By the same token we have proved the fact (which can be easily and directly verified) that {I,, I,} =0.

2. Infinite Systems of Hydrodynamical Equations and Vliasov Equations

In Sec. 3 we show that Benney system (5) and hydrodynamical system (6) are quasiclassical limits of
systems that are integrable by the method of the inverse scattering problem. As a preliminary it is neces-
sary to represent the Benney system as an infinite system of hydrodynamical equations.

Let £ be a parameter that runs over a certain domain Q in the k-dimensional real space RK, Let nir, &,t)
and u(r, ¢, t) be functions of ¢, the vector coordinate r, and time t. Let us consider the system of equations
n; + divqu = 0, :
u + wV)u + Vh =0, (24)
h={n(r 8 0de

Q

We will call system (24) an infinite hydrodynamical system. (We can also give other examples of infinite hydro-
dynamical systems. Thus, if we set
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then we get an infinite hydrodynamical system that describes a gravitating gas.} System (24) is Hamiltonian;
the method of introducing the Hamiltonian structure depends on the number [ of components of vector r. In the
one-dimensional case it can be introduced in the following manner:

. 8 OH . 0 84
Tlt‘i—a—xwzo’ Uzﬁ“%w:O, (25)
1 ¢ L7
H:TdeSdgnv2+-2—Sh?dx. (26)
—t0 £2 —00

System (25) admits the potential substitution u = &y. In the potential case the Hamiltonian structure has the
form

0H 0H
=g V= 27

for arbitrary [.
In the one-dimensional case structures (25) and (27) are equivalent. In the general three-dimensional
case the Hamiltonian structure is introduced with the help of the Clebsch variables (see, e.g., [5])

u:VcDJr_f]_w.

Now the pairs of variables (&, n) and (A, u) are canonically conjugate. In the two-dimensional case the Hamil-
tonian structure can be obtained by the degeneration of the three~dimensional case.

Let us also observe that the parameter ¢ is defined upto an invertible transformation & — ¢! =f(.§), (&) =
(e f1g).

The equality u =u(r, £, t) gives a mapping of the domain § into a certain set 0 of values of the vector U.

Let us consider function f(r, v, t) that is defined by the formula
Froty =g 08w —u(rt 1) d. ' (28)
Q

It is easily verified by a direct check that f satisfies the Vlasov equation

of af a7
Svl—vaZ—o, h=Sfdv. (29)

Thus, in this case each solution of an infinite hydrodynamical system generates a certain solution of the Vlasov
equation, If r is a vector of the same dimension k as ¢ and the domain Q can be mapped simply onto G, then
we can sort out all the solutions of the Vlasov equation in this manner. Let this be the soluticn of the Cauchy
problem with the condition

fry v, Do = @ (7, 0). (30)
Let us consider the solution of the corresponding infinite hydrodynamical system with the initial conditions
n (r': Ev t)lt=0 = (P (r1 g)a ult:(] = E' (31)

(We do not consider here the problem of existence and uniqueness of solutions of the corresponding initial
problems.)
The solutions of problems (30) and (31) will be equivalent as long as the mapping u — ¢ remains invertible,

We introduce new variables in the system of Benney equations (1)-(3); we define the velocities u and w
parametrically with the help of a parameter £ (0 < ¢ < 1):

u=u(r&t, z=1z2(k¢E 1. (32)

We require that the function z(r, ¢, t) must satisfy the equation

7 + (@V) z = w. (33)



Moreover, we set
a(r, 0, =0, z(r, 1, t)y =h(r, b). (34)
Simple computations show that u and 7 satisfy the system (24), where

1

hirt)={n(r.% t)de. (35)

0

Thus, the system of Benney equations (1)-(3) is equivalent to a two-dimensional infinite hydrodynamical
system, where the interval 0 < ¢ < 1 plays the role of the set Q. In the two-dimensional case it generates cer-
tain particular solutions of the Vlasov equation. In the one-dimensional case it is equivalent to the Vlasov equa-
tion, if u is a single-valued invertible function of z for each x. In this case only, the Benney system is equiv-
alent to momental system (11). Function f(x, v, t) has a simple physical meaning, We introduce the function
z =z(x, v, t). It follows from (28) that f = 8z /ov.

3. Benney System as the Quasiclassical Approximation to a System, Integrals

by the Method of the Inverse Scattering Problem

Each infinite hydrodynamical system has a particular solution of the form

N
n(r.g t)= nél 0.0 (E — &), (36)

where ¢, is a set of points of Q. In our case assumption (36) means that the fluid is divided into N layers with
thicknesses np,. Inside each of these layers the velocity uy, of the fluid is constant with respect to z. Equations
for the quantities 7y and uy, have the form (we will be interested only in the one-dimensional case)

61]n
T =0,
dau, ou } N (37)
n n oh _ _
at tun oz + oz =0, h“zn"'
n=]

For N =1 we get system (4) from (37).

Let us consider the Schrédinger system of nonlinear equations

) 9
Wt + - Bux — B =0, k= anl?- (38)
n=]
Making the substitution
_ —i § undx
=V e - (39)
in (38), we get
on,

r + - 01 Nlln =0, (40)

du ou o
n mn
s T T e — =V

ﬁz ]/— axz

Making the quasiclassical passage 8/06t—&8/8t and 8/8x — £8/8x in (39), € — 0, we see that (40) trans-
forms into (37). Thus, the Benney system is the quasiclassical limit of the Schridinger system of nonlinear

equations (38).

System (38) can be integrated [4] by the method of the inverse scattering problem. It represents the con-
dition of consistency of the two systems of equations for the (N + 1)-component vector xj, ik (k =1, ..., N):

Y= — 570+ R, (a1)
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no 42)
Yow = 5~ Y T PrXos

. N o .
XOlz—lTXO—*"TR‘T‘“;“S—'T_‘uXOY {43)
ih2 h
Ykt =—l—~"/h-+ (——‘Pk llJAx) %o 1 "“th
N

Z Wk, 2 Vrexn- (44)

F==] k=1

We make substitution (39) and also the substitution

x x x
—g— 5 xdx+-—;—?»x Bi S S ndx-kiThx (45)
Yo=e¢ = y Ak=Ge % -
in Egs. (41)-(44). We simultaneously make the transformations
14 J a a
of TP T
and take limit as £ — 0.
From Eq. (42) we get
iy,
ETL - ﬁ 1
and Egs. (41) and (43) take the form ‘
N .
Lo X~—nu +A=0, (46)
=1 "
0% o /1
3 T (5= h)=0 (47)

It is easily verified that the condition for the consistency of Eqs. (46) and (47) coincides with system (37),

4., Conservation Laws

System (46)-(47) actually arose in the theory of Benney system and has been used for the computation of
integrals of motion. However, only one infinite series of integrals has been computed. We show how to com~
pute the other series. Let us observe that Eq. (46) determines x(A) as an algebraic function on an (N + 1)-
sheeted Riemannian surface., ILet A — «. On each sheet of the Riemannian surface there exists an asymptotic
expansion of the function x in powers of 1/A. It follows from (47) that the quantity

= { ydr (48)

is an integral of motion. All terms of the asymptotic expansion of function I{\) oneach sheet of the Riemannian
surface are also integrals. One of these sheets is distinguished (we call it the zero sheet). On it X — = A as
A — =, and Eq. (46) can be expressed in the form

A _4_ 3 An
n=0 X
Expanding x in the asymptotic series Y= —A—- ZE’% » we compute the conservation laws 15 = S O, dz.

n=1 e
All &, can be expressed in terms of the moments Ap; the first of them are given by Eqs, {(10). These conser-
vation laws have also been computed in [1] by Benney.



The remaining N sheets of the Riemannian surface can be defined as follows: On the k-th sheet y —
e — nk/A as A —«. Setting y = xk + ug, we get

k
L S 4 o ",
X = 7 T (uh‘ 1 Xk_]—ZX;fTuk—“n)'

nz=k

Xk KUup—u, for A — « and

LA T T
XkZ‘Tk—Z;T(uk*leﬁ-Z-]ka)- (49)
s==0
Here
m
Ji=(—1y — 2~ |
p=(=1 7; (e — ) (50)
Substituting xk in the form Xk=2—jr in Eq. (49) and equating the coefficients of like powers of 1/, we find
=1
new integrals of motion
= [ ®ide, n=1,...,00, k=1,...,N. (52)
Moreover,
K k 0 My,
Q; = — 1, @z:ﬂk(uk‘[“-fk):nk(uk—1—2‘{”;{_%),... . (53)
ne

All <I>IS§ are expressed in terms of 7y, ug, and Jé.

In the general continuous case, for each n there exists a family of the integrals I(¢) that depends on a
parameter £, 0 < £ < 1. To compute them we can use Eq. (48), having substituted ¢ for k and having set

s s n () ’
JE =1 Sm,))—sgdg- (54)
0

The principal value of the integral in (54) is taken.

We also note that Eq. (46) can be written in the form
AT+ =0

Therefore, the infegrals of motion are connected by the relation
N
I+ 3 Iki—o. (55)
k=1
In the continuous case
1@ d=o. (56)

0

The existence of the Hamiltonian structure (25) for the Benney equation enables us to define the Poisson bracket
between any two functionals « and B from n,(x, t) and uy(x, t):

{a,ﬁ}zgidz(%%%+%%%). (57)

Let us compute the Poisson bracket between the functionals I(A) and I(A"). We have
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N o

no__ ¢ &y 8 9L ay (A d (k)
ORIEESY \ d””( G Toon, T Tow, 9w o, ) (58)

n=J —c

Here functions y{A} and y (') may be situated on different sheets of the Riemannian surface. From (46) we have

oy 1 a1 1

an, Ax—u ou, A (y—u)’

(59)

Substituting (59) in (58), after certain transformations we get {I(A), I(A*) } =0. Thus, all the integrals of the
Benney system are found in involution.

5. Multidimensional Generalizations

The above-considered examples enable us to suggest a method, not at all connected with the method of the
inverse problem, to construct multidimensional dynamical systems that have an infinite number of integrals of
motion. Let the function y = x(A, x), x = {Xy, ..., X | » satisfy identically with respect to the parameter A
the following two equations simultaneously: the algebraic equation

Fy) =h (60)
where F is a rational function of y with coefficients depending on x;, and the differential equation
divd = 0. (61)
Here A ={ Ay, ..., Ay} is a rational vector-valued function of x with coefficients depending on x;. Differ-
entiating (60) with respect to x;, we get
oF oy, or

e, T = (62)

On the other hand, (61) can be written in the form

n

04, oy 0Ai -
Y

=1

In Eqgs. {62) and (63) the derivatives 9F/ 0xj and d A /8x are taken for constant .
From Egs. (62) and (63) we get the condition for the consistency of Egs. (60) and (61):

= 04, oF ar 04,
G:;(Tx"aij_d_x?xi)zo' (64)

Condition (64) represents the requirement that the rational function G of y be equal to zero and imposes
a finite number of relations on the coefficients of the functions ¥ and A;. A system of partial differential equa-
tions arises that obviously has an infinite number of integrals of motion.

The Benney system and the quasiclassical limits, considered in Sec. 1, of higher KdV equations are ob-
viously systems of the type (64). We consider an essentially multidimensional example. Let the functions F
and A; have distinct simple poles:

N ¥,

_ Ty _ 93k
F=Y 5 A=Y g (©5)

=1 i=1

The quantities fi, uk, a@jk, and @jr are unknown functions of xj. Two such functions are connected with each
pole of F and A;. Since no two poles coincide, each simple pole of F and Aj leads to a simple and a double pole
of G, i.e., generates two differential equations. Thus, the number of equations in (64) is equal to the number

of unknown functions. It is not necessary to write out these equations, since their applications are not knowu,
Nevertheless, the possibility of construction of multidimensional partial differential equations, admitting an in-
finite number of integrals of motion, is of fundamental importance.
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SECOND TERM OF THE SPECTRAL ASYMPTOTIC EXPANSION
OF THE LAPLACE —BELTRAMI OPERATOR ON MANIFOLDS WITH
BOUNDARY

V. Ya. Ivrii UDC 517.944

INTRODUCTION
In this article we trace the main points of the proof of an asymptotic formula of Weyl.

Let X be a d-dimensional compact Riemann C®-manifold with boundary Y € C®, let A be the Laplace—
Beltrami operator on X, let £ = — A + 4’ , where 4’ is a formal self-adjoint differential operator of the
first order, let A : Ly(X) — Ly(X) be a self-adjoint extension of 4 to the domain consisting of functions which
satisfy the boundary condition

(%er)uly:O, yEC=(Y), (+)

or
uly =0, (-)

and let n be the unit interior normal to Y. Let N_(A) be the number of eigenvalues of A, (counting multiplicity)
which do not exceed A2,

We consider S*X, the fiber of cotangent unit spheres over X, where we identify the points (x, ¢) and (x, 7)
ifx €Y, & —n =kn(x). We will call a curve in S*X

1
N Hy(p),

e

where g(x, £) is a Riemann quadratic form and Hg is a Hamiltonian field generated by g; in addition, a geo-
desic must lie, except perhaps for its end points, in S* (X \| Y); t (length) is an intrinsic parameter along a
geodesic. We will call a curve in S*X a geodesic billiard if it consists of segments of geodesics such that the
end of the preceding segment and the initial point of the following segment belong to S*X | y and are equivalent;
the length t is an intrinsic parameter along geodesic billiards.

It is possible to show that there exists a set ¥  S*X of first Baire category and measure zero such
that it is possible to draw through each point of S§*X N\ X a geodesic billiard which is infinitely long on both
sides and which lies in S$*X \ 3. such that each of its intervals of finite length contains a finite number of
components, and all of the geodesics entering it are transverse to the boundary. Thus a measure-preserving
continuous flow & (t) is given on S*X \ X . We will call a point p & S§*X \ X periodic if there exists t # 0
such that&{t)p =p.
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